
Asymmetric Macro – Financial Linkages

How useful is the financial sector for the economy?

Kristina Bluwstein⇤

Draft: 12/05/2016

Abstract

This paper analyses the asymmetric effects of financial shocks to the real economy. I first use a Markov
Switching VAR model to investigate empirically whether negative financial shocks have stronger real-financial
spillovers than positive shocks looking at the Euro Area. I use survey data in order to distinguish between
bank lending and balance sheet effects. Moreover, I estimate a non-linear, medium-sized DSGE model with
a financial accelerator and occasional-binding borrowing constraint using a novel estimation technique. The
results show strong evidence in favour of an asymmetry in macro-financial transmission channels, in particular
in the balance sheet channel. In addition, an analysis of ‘leaning-against-the-wind’-type monetary policy in a
non-linear framework is provided and indicates lower costs of leaning against asset price booms than previously
assumed.

JEL Code: E44, E32, E58, E52
Keywords: Asymmetric transmission, macro-financial linkages, non-linear models, Markov Switching, occasional-
binding constraints, DSGE, credit channel, leaning-against-the-wind policy

⇤Corresponding address: kristina.bluwstein@eui.eu. Department of Economics, European University Institute, Via della Piazzuola
43, 50133 Firenze, Italy. I am grateful to Fabio Canova, Matteo Iacoviello, and Juan Dolado for their valuable feedback, and
participants of the European University Institute’s seminar series for helpful comments on this paper.

1



“Ultimately there is no dividing line between Wall Street and Main Street. We will rise or we
will fall together as one nation.”

-President Obama, April 2010

1 Introduction

The Financial Crisis has triggered a new interest in the contribution of the financial sector for the real economy.
While financial markets collapsed with asset prices falling up to 30% (Broer and Antony, 2010), global output
declined at an unprecedented speed, unseen since the Great Depression. It is indisputable that the crisis in the
financial sector dragged down the economy into one of the worst recession in decades. Policy makers reacted by
employing a widely controversial set of new, unconventional monetary policies and bank bail-outs to stabilise the
financial sector hoping it would ease the recession for the real economy.

The macro-financial linkages in the case of a negative shock to the financial system are very apparent in the
harsh economic downturn that we observed during the Financial Crisis. However, it is less clear wether the same
mechanism holds, when the financial sector is doing well. The question this paper analyses is about the positive
contribution of the financial sector. More specifically, this paper will investigate the following questions: (1)
Does the financial sector strengthen the economy in the same way during normal times, as it weakens it during
a crisis? (2) Which channels are responsible for the transmission of financial shocks to the real economy?, and
(3) what policy recommendation can we draw with respect to the financial sector? This question is especially
important, as central banks face a dangerous trade-off in normal times between conducting too accommodative
monetary policy, and thus fuelling financial booms and excessive risk taking, or too contractionary monetary
policy, which could cause banks to reduce loans and hence stifle investment, innovation and economic growth
(Adrian and Liang, 2014). We will try to answer these questions by looking at the Euro Area (EA).

The gross value added, which the financial sector contributes to the economy in the Euro Area, is relatively
small with an average of 5% (see Figure A.1). In contrast, the US financial sector contributed 8% in 2010, and
the UK 10% in 2009, to the total gross value added. However, in spite of the seemingly small contribution of the
financial industry to the total value of the economy, economic up-/ and down-swings seem to correlate strongly
with turning points in the financial cycle. Using Figure 1 and previous literature (see e.g. Borio, 2014; Bernanke,
2007; Jorda, 2014), we can summarise some stylised facts about the relationship between financial cycle and the
real economy: (1) Financial cycles are pro-cyclical, thus they correspond with the peaks and throughs of the
business cycles. (2) Financial indicators tend to lead GDP. (3) A normal recession and recovery is less severe
and persistent than a financial crisis recession. The drop in GDP is even more severe and the time to recovery
even slower, when a credit boom preceded the crisis. (4) Financial cycles are more pronounced with bigger up-
/and downswings than business cycles. (5) Financial cycles move globally and are significantly more integrated
across countries than business cycles. Hence, while the financial sector has only little direct added value to the
economy, financial conditions seem to play a large amplifying role for the real economy. Interestingly, we can see
from Figure 1 that the correlation between the two cycles is 0.74 and significant overall indicating a relatively
symmetric behaviour of macro-financial linkages. Nevertheless, the correlation after the last financial peak in
2011Q1 actually turns significantly negative at -0.6, as the real economy stagnates when financial markets rise
again. Cecchetti and Kharroubi (2012) show that the contribution of the financial sector to aggregate productivity
growth is following an inverted U-shape with lower levels of finance contributing to growth, whereas higher levels
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lead to detrimental effects on the economy. Cecchetti and Kharroubi (2015) provide some further evidence for
a negative relationship between financial sector growth and total factor productivity due to the re-allocation of
skilled workers in finance. This is an early indication that macro-financial linkages might work asymmetrically
and the positive spillovers are smaller than the negative spillovers from financial markets, especially in recent
years.

Figure 1: The financial and business cycle in the Euro Area
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Note: We follow Drehmann et al. (2012) and characterise the business and financial cycle using the Band-Pass Filter.
The peaks and throughs are determined using the modified Bry&Boschan filter by Harding and Pagan (2002) with an
extended 3 year window. The business cycle is constructed on real GDP data, while we use the composite asset price
indicator, that we construct in Section 3, as a measure of financial wealth to filter out the financial cycle.

Before we investigate the asymmetry of these linkages, we shall give a quick review of what is known on macro-
financial transmission in general. A natural question that arises is through which channels the financial sector
would be able to influence the real economy given the little value it adds to total GDP. The main macro-financial
channels that are addressed in this paper are (a) the balance sheet channel (also described as financial accelerator
channel), and (b) the bank lending channel. Another important channel is (c) the risk channel (see e.g. Broer and
Antony, 2010), which is however beyond the scope of this paper. Note that both (a) and (b) are related to balance
sheet effects and constitute the credit channel. Bernanke et al. (1999) was the first to describe the ‘financial
accelerator’ mechanism that allows financial shocks to propagate and amplify shocks, thus connecting the financial
with the macroeconomic side. The financial accelerator channel (also known as balance sheet channel) affects the
borrower’s balance sheet. A negative financial shock in the form of deteriorating asset prices negatively affects
the balance sheet of borrowers as investors have less security for loans and thus borrowing becomes more difficult
and expansive. This will effectively reach the real economy, as investment and consumption will decrease which
will then further decrease asset prices and reinforce a downward spiral. In contrast to the balance sheet channel,
the bank lending channel relates to the banks’ balance sheet and in particular their balance sheet decomposition.
A negative financial shock can lead to a duration mismatch, liquidity shortage and/or inadequate capitalisation,
such that banks might have to adjust bank lending and/or loan margins. Finally, the risk channel affects the
decision of households and firms to delay their consumption and investment. As such, the precautionary savings
motive could have large negative effects on current consumption and investment and thus worsen macroeconomic
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conditions.1

There has been an expanding literature on the subject of credit channels, both theoretically, as well as,
empirically. Theoretically, Bernanke et al. (1999) and Kiyotaki and Moore (1997) were the first to introduce
financial accelerator and credit constraints, respectively, into theoretical DSGE models. Bernanke et al. (1999)
state that because the external finance premium is procyclical, borrower’s net worth is procyclical, so that financial
cycles can amplify business cycles. In their model, which does not include a banking sector, entrepreneurs invest
the money that they borrow from households due to asymmetric information and agency cost and reinvest it,
hence increasing output. As the entrepreneurs’ demand for capital is proportional to their net worth, a worsening
of net worth due to unfavourable financial condition leads to less capital demand and therefore causing investment
and output to decline. This triggers a spiral of worsening financial condition that translate back to worsening
conditions in the real economy. Instead of an external finance premium, Kiyotaki and Moore (1997) introduce
collateral constraints which restrict borrowing, and heterogeneity in discount factors. The latter is responsible for
creating patient households that save and impatient agents that borrow, and hence creates a market for credit.
So rather than affecting the price, this type of constraints influences the quantity of loans which borrowers can
access. Both models have since then sparked a large literature looking at macro-financial linkages via bank
lending and balance sheet effects.2

Iacoviello (2005) is the first to have introduced explicit collateral constraints and nominal debt contracts in
the context of the housing market. He describes the cause of the financial accelerator as fluctuations in asset
prices. As agents’ borrowing is constrained by the collateral that they can offer for their loans, procyclical asset
prices means that the borrowing constraint of agents does not bind during times when asset prices are high
but becomes binding when asset prices decline. More recent DSGE models, explicitly include a banking sector.
Christiano et al. (2010) include and estimate a DSGE model with a banking sector, which are used as the source
of financial shocks and propagator via an external finance premia that is represented by the marginal cost of loan
production. This generates a ‘banking accelerator’ and ‘attenuater’ similar to the financial accelerator. Another
important paper with a banking sector is by Gerali et al. (2010). They introduce heterogeneity among banks
with wholesale banks taking deposits and paying a deposit rates to patient households and retail banks which
give out loans to impatient households and entrepreneurs and charge a mark-up rate to create a credit spread.
The model contains both a financial accelerator and a balance sheet channel, and will be explained more in detail
in Section 4. They find that the banking sector attenuates demand shocks and amplifies supply shocks.

While there has been an ever expanding literature on models with financial frictions, most of these models are
still linearised and assume that the collateral constraint always binds. Slowly, a new class of models with occasion-
ally binding constraints is emerging that allows to take into account non-linearities and asymmetries. Mendoza
(2010) is the first to introduce non-linearity in the debt-deflation mechanism that causes sudden stops, when the
ceiling on the leverage ratio becomes suddenly binding and output and asset prices collapse. When the leverage
ratio is below the ceiling, the economy operates according to normal business cycle patterns. Brunnermeier and
Sannikov (2014) manage to not only endogenies occasionally binding constraints and risk in a continuous time
model but also solve the model using global methods. Their model allows for inherent financial instability. How-
ever, one of the disadvantages of this type of model is the curse of dimensionality. Since the solution methods
are very cumbersome, solving a model with a larger state space and estimating it, is yet infeasible. A short-cut
is offered by Guerrieri and Iacoviello (2015) using piecewise-linear solution, as we will see in Section 4. They

1Unlike the credit channel, the risk channel and precautionary savings have been explored far less. One of the problems in modelling
this channel is that it is technically more intricate, as the introduction of risk often involves higher order approximation methods in
the solution step. See Paoli and Zabczyk (2013) and Hatcher (2011) or Dewachter and Wouters (2014) for more information.

2For an extensive review on the literature on macro-financial linkages in DSGE models, see Gerke et al. (2012).
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apply their method to the housing market and to asymmetric effects on house prices (Guerrieri and Iacoviello,
2012). They claim that expansionary financial shocks have less impact than contractionary. Moreover, negative
financial shocks are larger and more persistent during stress episodes, where the occasional constraint becomes
binding, than during normal times. We will extend this literature by using a DSGE model with a banking sector
that models both the bank lending and the balance sheet channel and estimate it with an occasional binding
constraint to allow for asymmetries in the transmission. This will allow us to account for different effects of
negative and positive financial shocks and let us asses how financial booms contribute to the economy.

Empirically, disentangling the credit channel has proven to be difficult. One of the caveats is to distinguish
between credit demand and credit supply conditions and within these between the bank lending and balance sheet
conditions. Ciccarelli et al. (2014) focus on the credit transmission of monetary policy and find that using lending
surveys allows to tease apart the different channels and study their effects individually in a linear (panel) VAR
model. They find that output and inflation are amplified mostly through the balance sheet channel of household,
firms and banks. They state that the bank lending and the borrowers’ balance sheet matters mostly for corporate
loans, while household loans are mostly driven by credit demand rather than supply. Gilchrist and Zakrajsek
(2012) analyse the effects of the excess bond premium as an indicator for credit spread on macroeconomic
conditions. Using the latter as a variable in a VAR, they find that an excess bond premium shock causes
significant negative effects on output, equity valuation and nominal interest rates.

However, none of these studies so far, have looked at the asymmetric effect of a financial shock on the real
economy. In order to answer the three questions raised in the first paragraph, we will first construct a Makov-
Switching VAR to analyse the bank lending and balance sheet channel depending on the state of the economy
and the sign of the shock. After that, we will use a DSGE model and introduce occasional binding constraints to
see whether financial shocks have different effects depending on whether constraints are binding or non-binding.

Section 2 describes the data, estimation technique and results of the Markov-Switching VAR. Section 3
elaborates on the DSGE model and estimation technique. Section 4 presents the results. Section 5 analyses
the role for monetary policy and assesses the costs and benefits of ‘leaning-against-the-wind’ policies. Section 6
concludes.

2 Empirical Model

In order to analyse the asymmetry in the transmission of financial shocks, we construct a Markov-Switching VAR
that allows us to investigate the transmission of financial shocks via the bank lending and balance sheet channel
in different states of the world, which are determined by a Markov Process. Disentangling bank lending from the
balance sheet channel empirically can be challenging. The main problem is that changes in the balance sheet of
lenders and banks can be observed but it cannot be determined whether the source of the change is due to bank
lending or balance sheet decisions. Ciccarelli et al. (2014) propose to solve that problem by using bank lending
survey data. Another problem involves the construction of a suitable asset price index. For that we build an
indicator for financial wealth using a composition of property and equity prices. The next section will give an
overview of how the data is constructed.

2.1 Data

We follow Ciccarelli et al. (2014) and create two indicators based on the Bank Lending Survey of Professional
Forecasters at the ECB. The survey is conducted quarterly and asks banks whether certain factors have contrib-
uted to their decision to approve loans, mortgages and consumer credits. The respondents answer on a scale from
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1-5 (tightened considerably, tightened somewhat, remained the same, eased somewhat to eased considerably).
The survey has the advantage that it allows to distinguish between bank lending, and balance sheet effects. We
construct an indicator using the categories provided by the ECB based on pure supply lending questions and
questions that focus on borrowers’ quality. The former is used as a measure of the bank lending channel, as it
asses how much the bank was willing to lend due to idiosyncratic conditions or competition pressure. The latter
is used as a variable for the balance sheet channel, as it represents how much they are willing to lend, because
of how they assess the quality and credit-worthiness of borrowers. Borrowers in this case include households and
(non-financial) firms and the quality of borrowers is not only assessed by the creditworthiness of the borrower
but also by the macroeconomic, industry-specific, and house market outlook. In order to construct the indicator,
we use the difference between the net percentage of banks that respond that conditions have tightened to the
ones that respond that credit conditions have eased. Figure 2 depicts the two indicators. It is clear that most of
the tightness in the credit market is perceived to be due to balance sheet effects. Interestingly, the two indicators
seem to run parallel during normal times, while the balance sheet indicator expands considerably during stress
periods indicating that the two channels show differences depending on the state of the economy.

Figure 2: Credit Indicator
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Source: Ciccarelli et al. (2014) and author’s own calculations. Based on the ECB’s Bank Lending Survey.

For asset prices, we construct a similar indicator to Borio et al. (1994) which allows the inclusion of the major
types of assets in the private sector wealth: private property wealth and equity. For the variables, we use the
private property index provided by the ECB, and the Euro Stoxx 50 for equity. The weights of the two factors are
given by the ESA 2010 survey. In particular, Table 26 and Table 7 provide data for the Euro Area non-financial
(dwellings and other buildings) and financial balance sheet (shares and other equity), respectively. As in Borio
et al. (1994), we assume that the building to land ratio is roughly 2:1. Having a composite indicator for asset
prices has the advantage that the model can account for slower moving house prices which tend to correlate
stronger with business cycles, as well as high frequency equity data that displays more volatility. The cyclical
component is depicted in Figure 1 in the previous section.

For the macroeconomic variables, we employ real GDP and the Harmonised Index of Consumer Prices to
measure output and inflation. The EONIA is used as a measure of monetary policy, as it incorporates elements
of unconventional monetary policy in the short term rate. All data is reported quarterly starting in 2003 until
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2015. In the VAR, we use quarterly log differences for GDP, the HICP and asset prices, and level data for the
credit indicators and the interest rate.

2.2 Markov Switching VAR

We apply a Bayesian Markov Switching methodology in order to distinguish between normal and stress periods in
the financial sector (see Krolzig, 1997; Hamilton, 1989). As we condition on the state of the financial sector, the
Markov Switching is taking place in the intercepts and the variance of the VAR. The autoregressive coefficients
are assumed to be regime invariant and the transition probability is constant.

yt =

8
<

:
A0N +

Pp
i=1 Aiyt�i +

P 1
2
N "t

A0S +

Pp
i=1 Aiyt�i +

P 1
2
S "t

. (1)

The two regimes in the VAR are ‘normal’ and ‘stress’ times in the financial sector, i.e. st = {N,S}. We estimate
the Markov Switching VAR using Bayesian methods via a Gibbs sampler procedure where l are the draws:

1. Filter-smoothing algorithm used for states s

l|y, ✓l�1 ( Frühwitter-Schnatter, 2006)

2. Draw transition probabilities p

l|sl from a Dirichlet distribution.

3. Draw regime dependent intercepts and constant coefficients ✓

l
s|y, sl, pl,

Pl�1
s from a Normal distribution.

4. Draw regime dependent covariance matrices
Pl

s |y, sl, pl, ✓ls from Inverse Wishart distribution.

As we want to test how financial shocks transmit to the real sector via the bank lending and balance sheet channel,
we will investigate how an exogenous, unanticipated change in asset prices affects the credit and real variables.
Identification can be difficult, as for a VAR that includes several financial variables a recursive structure often
fails to disentangle the financial effects. Thus, in order to structurally identify the asset price shock, we will
employ a mix of zero and sign restriction approach. We impose the usual contemporaneous recursive restrictions
on the macroeconomic variables (output growth, inflation and interest rate) and restrict the response of the
credit variables to be positive, such that the credit tightness eases following a positive asset shock. In order to
ensure uniqueness of the shock, we also impose credit variables not to contemporaneously respond to asset price
growth but only with a quarterly lag. Finally, we need to consider the identification issues concerning the label
switching. One can either assume symmetric priors on the transition probabilities between the regime or put
restrictions on the parameters. we will follow the latter and differentiate between the two states by assuming
that the constant coefficient of asset prices in state 1, the normal state, is larger than the constant coefficient of
asset price growth during stress times in state 2, �6,1 > �6,2, and that output in state 2 is larger than in state 1,
�1,1 > �1,2. For the initialisation, we assume that asset price growth is positive in state 1 �6,1 > 0.

2.3 Generalised Impulse Response Functions

In order to present the results, we compute the generalised impulse response functions (GIRFs). Traditional
impulse responses are not capable of capturing the dynamics in terms of history and shock dependence, as they
treat positive and negative shocks symmetrically and are independent of any states of the economy. As the
Markov Switching Model is non-linear, however, we would like to capture these non-linearities in particular with
respect to any asymmetries of a positive or negative shock in the impulse response function. Koop et al. (1996)
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propose to compute GIRFs by conditioning on the history, Ft�1, and a shock et and subtracting the expected
response path from it

GIy(Ft�1, et, ⌧) = E(yt+⌧ |Ft�1, et)� E(yt+⌧ |Ft�1). (2)

We take several random draws from histories via the Gibbs sampler and then average the GIRFs over the
number of draws. This allows us the get a good estimate of impulse response function which are not conditional
on the current state of the economy. In addition, we can compute the credible set interval using the percentiles
of the Monte Carlo draws. The results are shown in Figure 3. The responses for the credit variables are as
expected with both bank lending and balance sheet increasing following a positive asset price shock. Balance
sheet effects are twice as large as bank lending confirming our suspicion from Figure 2. The median response
of output and the interest rate are increasing. The interest rate response is very persistently positive with 68%
probability. An obvious concern are the large uncertainty bands around the macroeconomic responses. This is
very likely driven by the uncertainty conditional on the history of the responses, as the probability are much
tighter using linear impulse response methods (see Figure A.2). Another issue regarding the large uncertainty of
the EA output responses is the aggregation bias that arises, when aggregating over 15 countries that might have
very heterogenous responses to the same shock. This might lead the results to be ‘aggregated away’. We discuss
possible remedies in the conclusion.

Figure 3: Generalised Impulse Response Functions

Note: The shaded regions report point-wise 68% credible sets.

As a comparison, Figure A.2 shows the results for traditional symmetric impulse responses using regime
dependent impulse response functions. These disregard the history of the shocks and can only model a symmetric
shock which will not change states across its response, an assumption proving highly problematic with non-linear
VAR models (Koop et al., 1996). The figure shows that a positive asset price shock has significant smaller financial
effects during a bad state than it has during a good state. However, we have no information on asymmetries
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based on the sign or history of the model, so that the GIRF should be preferred.
As we are mostly interested in the asymmetric responses of a positive versus a negative shock, we calculate

the GIRFs conditional on the sign of the shock to investigate whether the economy is affected differently from a
positive than a negative shock. For that, we compute

GI

+
y (Ft�1, e

+
t , ⌧) = E(yt+⌧ |Ft�1, e

+
t )� E(yt+⌧ |Ft�1)

GI

�
y (Ft�1, e

�
t , ⌧) = E(yt+⌧ |Ft�1, e

�
t )� E(yt+⌧ |Ft�1),

where e

+
t and e

�
t are the positive and negative shock respectively. As an additional complication, we are

using sign and zero restrictions to identify our shock, which makes using GIRFs more intricate, as we cannot
assume a Choleski decomposition. In order to allow for asymmetric effects of a positive and negative shock we
therefore need to discriminate between the two during our identification step. Figure 4 reports the preliminary
results. There is clear asymmetry present depending on the size of the shock. First, the financial channels
respond extremely asymmetrically: The balance sheet indicator is almost twice as large in magnitude following
a negative shock than it is following a positive shock. Both credit indicators respond already larger on impact
with a negative that is also slightly more persistent. In terms of the macroeconomic response, the evidence is
unfortunately difficult to disentangle. The median response indicates a slightly larger and more persistent fall in
output than rise, however, the probability mass is very large, so we cannot tell at this stage.

Figure 4: Generalised Impulse Response Functions Conditional on Sign of the Shock

Note: The shaded regions report point-wise 68% credible intervals.

We also conduct several robustness checks in order to establish that the results are robust: (1) We use actual
loans given to enterprises and households, as measured by the ECB, rather than the survey indicator for credit
tightness as a combined measure of bank lending and balance sheet indicator. The results are similar, so that
using survey data not only has the advantage of being able to distinguish between the effects of bank lending
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and balance sheet effects but also gives equivalent results to using data on actual loans. (2) We use alternate
identification scheme for the structural VAR. Removing the sign restrictions will still yield similar response and
mostly still indicate a credit easing as a consequence of an asset price shock, however, the responses become
less significant. Equivalently, by replacing some of the zero restrictions with sign restrictions, the responses for
output, inflation and interest rates are less significant. (3) We alternate the identification restrictions on the
states. Rather than using restrictions on output and asset prices, we try output and bank lending, such that
bank lending and output growth are higher in state 1 than state 2. The results for the state determination
remain the same. (4) We make the autoregressive coefficients regime-variant. The shapes of the responses change
slightly, but not significantly, while the uncertainty for the macroeconomic variables increases even further.

3 DSGE Model

We use the model by Gambacorta and Signoretti (2014) which is a simplified version of Gerali et al. (2010)
(GNSS10)3. A sketch of the model is shown in Figure A.3. The model contains several agents: patient households,
impatient entrepreneurs, retailers, wholesale and retail banks, capital producers, and a central bank. Unlike in
the GNSS model, this model only has one type of households, which are patient and provide labour to impatient
entrepreneurs. They produce goods that are sold to retailers competitively who then differentiate the goods
and sell them with a mark-up to households. Banks have two branches: wholesale and retail. Wholesale banks
take deposits from households and operate under perfect competition. Retail banks however, are monopolistic
and give out loans to entrepreneurs with a mark-up and take collateral from the entrepreneurs. The central
bank sets the policy rate and determines the capital-asset ratio for banks. Capital producers buy new capital
from entrepreneurs and re-sell it for a new price taking into account quadratic adjustment costs. Banks reinvest
profits with the capital producers which influences the price of capital, thus influencing asset prices. The model
is useful to analyse the effects of financial shocks on the credit channel, as it includes both a bank lending and
a balance sheet channel, while still being parsimonious to estimate it. The balance sheet channel is depicted
with a binding borrowing constraint as in Iacoviello (2005) and influences credit supply on the borrowers’ side.
The bank lending channel describes credit supply on the lenders’ side using a bank leverage constraint (target)
and the retail interest rate. Using this model, we can investigate the empirical findings in Section 2 in a more
structural way. In the DSGE context the two Markov states, normal and stress times, are represented by periods
where the borrowing constraint is non-binding and binding, respectively. In addition to the MSVAR(6), we can
however get a more nuanced picture of the macro-financial transmission channels and the asymmetric effects of
different types of financial shocks.

We will introduce some additional shocks to their original model in order to analyse the effects of financial
shocks and provide a basis for estimation. Besides a standard technology and a cost-push shock, we introduce
a monetary policy shock and two financial shocks: (a) a default shock, and (b) a shock to the lending-to-value
(LTV) ratio of banks. The latter, a shock to the LTV ratio, is often described as a credit squeeze or risk perception
shock. A positive shock, hence an increase in the loan-to-value ratio, affects the value of the collateral of the
entrepreneurs, making the loans riskier for the lender and thus affecting the borrowing constraint of the bank.4

The other shock we consider is a default shock that is modelled as a redistribution from entrepreneurs to lenders.
It should be noted that the shock is modelled effectively as a haircut for the lender, as the default is not binary

3 The simplified version leaves out nominal debt, imperfect competition and imperfect rate pass-through.
4It should be noted that a shock to bank lending can be modelled as either a shock to bank capital or bank liquidity. However,

the evidence on the importance of capital is larger than the importance of liquidity which is why we decide to model the shock as a
shock to the LTV ratio rather than a shock to the liquidity spreads (Broer and Antony, 2010).
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but rather the borrower is able to repay less than the original sum to the lender. A positive shock can thus be
understood as a shock to the net wealth of entrepreneurs. The shock is modelled into the constraint of both
borrowers and lenders. Iacoviello (2015) finds that among all possible financial shocks, this type of shock has
the largest contribution to output, consumption and investment during the crisis years. Note that these shocks
are all modelled exogenously, e.g. an asset price shock originating from the US and affecting Europe. The next
paragraphs describe the model.

Households

As usual, households maximise their utility function subject to a budget constraint

max

cPt ,lt,dt

E0

1X

t=0

�P

"
log(c

P
t )�

l

1+�
t

1 + �

#
, (3)

c

P
t + dt  wtlt + (1 + r

ib
t�1)dt�1 + J

R
t , (4)

where c

P
t is consumption, lt is labour supply, dt are bank deposits, wt is the real wage and r

ib
t is the short term

policy rate. J

R
t are the profits of the retail sector, whose firms are owned by households. � is the elasticity of

labour and �P is the discount factor of the household. The household is patient and lends money to entrepreneurs
via deposits to banks. Thus, the discount factor of the households, �P , has to be larger than the discount factor
of the entrepreneurs, �E .

The first-order conditions yield the consumption Euler equation
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and the labour supply schedule
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Entrepreneurs

The impatient entrepreneur maximises

max
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subject to a budget constraint

11



c

E
t + (1 + r

b
t�1)b

E
t�1 + wtl

d
t + q

k
t k

E
t  y

E
t

�t
+ b

E
t + q

k
t (1� �

k
)k

E
t�1 + "

b
t (8)

and subject to the borrowing constraint
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c

E
t is the entrepreneurs’ consumption, rbt is the interest rate on bank loans, bEt are bank loans, ldt is labour

demand, kEt is the entrepreneurs stock of capital, qkt is the price of capital, yEt is the intermediate output produced
by entrepreneurs, �t is the mark-up that the retail sector charges on the goods, and �

k is the depreciation rate
of capital. The default shock, "Bt , enters the budget constraint of the entrepreneurs by increasing the income of
the entrepreneur, once a haircut has taken place. Finally, mE

t is the stochastic LTV ratio and determines the
value of the collateral and the riskiness of the loans that bank offer to entrepreneurs. The borrowing constraint
determines how much entrepreneurs can borrow from banks. For small enough shocks, �E<�P ensures that the
borrowing constraint is binding. However, as we will see later on, with larger shocks the constraint can become
non-binding.

The production function of the entrepreneur follows a usual Cobb-Douglas function

Ay

E
t = A

e
t (k

E
t )

↵
(l

d
t )

(↵�1)
, (10)

which yield the first-order-conditions for the entrepreneurs. The consumption Euler equation is

1

c

E
t

� s

E
t = Et

�E(1 + r

b
t )

c

E
t+1

, (11)

the labour demand schedule is

(1� ↵)y

E
t

l

d
t�t

= wt, (12)

where ↵ is the capital share from the production function. Finally, the investment Euler equation is

s

E
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t q
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t

+
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E
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⇥
q
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k
) + r

k
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⇤
=

q

k
t

c

E
t

, (13)

where s

E
t is the Lagrange multiplayer of the borrowing constraint (the marginal value of one unit of additional

borrowing) and r

k
t is the return to capital which is defined as
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r

k
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t (k
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(↵�1)
(l

d
t )

(1�↵)

�t
. (14)

Banks

The banking sector is divided into a perfectly competitive wholesale and a monopolistic retail sector. The former
maximising bank profits by maximises the net interest margin between the loan and deposit rate minus the cost
of deviating from target leverage ⌫. The target leverage is exogenously given (e.g. Basel regulation). Introducing
leverage has the advantage that it helps to generate a feedback between loan interest rates and the real economy.

max

bt,dt

R

b
tbt � r

ib
t dt � "

b
t �

✓

2

(

K

b
t

bt
� ⌫)

2
K

b
t (15)

subject to a balance sheet constraint that can also be interpreted as a capital adequacy constraint

bt � Et["
b
t+1] = dt +K

b
t . (16)

where loans have to be backed up by sufficient capital and deposits. "

b
t is the aforementioned default shock

in Equation 8 that transfers wealth between entrepreneurs and consumers. A positive shock implies a partial
default on an entrepreneurs loan, so that the bank’s profit will be diminished by "

b
t . It is modelled similar to

Iacoviello (2015).
K

b
t is the banks’ capital and ✓ is the capital adjustment cost for banks. Combining the two, the first-order

condition of the wholesale bank becomes:

R

b
t = r

ib
t � ✓(

K

b
t

bt
� ⌫)(

(bt � dt)
2 � bt"t+1 + "

2
t+1

b

2
t

). (17)

The retail bank on the other hand, repackages the wholesale loans and charges a mark-up µ

b on the wholesale
loan rate, so that the retail loan rate becomes

r

b
t = R

b
t + µ

b
. (18)

Aggregate bank profits, JB
t , are the sum of both the retail and and wholesale sector

J

B
t = r

b
tBt � r

ib
t Dt �

✓

2

(

K

b
t

bt
� ⌫)

2
K

b
t , (19)

where bank capital evolves according to
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b
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B
t�1. (20)

Retailers and Capital producers

The retailers are differentiating the goods produced by the entrepreneurs and sell them with a mark-up. As in
GNSS (2010), this generates a standard New Keynesian Philip’s curve
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] = 0, (21)

where mc

E
t ⌘ 1

�t
. P is the price stickiness parameter, � the Lagrange multiplier, and mk

y the firms’ mark-up.
Capital’s producer first-order condition is
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where 

i is the investment adjustment cost parameter, with capital evolving as

Kt = (1� �

k
)Kt�1 + [1� 

i
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It�1
� 1)

2
]It. (23)

Monetary Policy

Monetary policy follows a standard Taylor rule, so that the policy rate is set according to:

1 + r
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t = (1 + r

ib
)

(1�⇢ib)
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ib
t )

⇢ib
(

⇡t

⇡

)

�⇡(1�⇢ib)
(
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y

)

�y(1�⇢ib)
(1 + "

r
t ). (24)

⇢ib is the autoregressive coefficient, and �⇡ and �y are the monetary policy parameter. "

r
t is an iid monetary

policy shock which follows a normal distribution. The policy rate set by the central bank is also the deposit rate
for wholesale banks.

Market Clearing and Aggregation

Goods and labour markets clear as usual. The resource constraint of the economy is

Yt = Ct + It, (25)

as it is a closed economy with no government intervention. The model is now closed. Due to the occasional
binding borrowing constraint of the entrepreneur, we need to use non-standard methods to solve and estimate
the model.
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3.1 Solution Method

In order to solve the model, we have to apply non-standard solution and estimation methods due to the occasional
binding nature of the entrepreneurs’ borrowing constraint in 9. While some models circumvent this problem by
assuming that the borrowing constraint is always binding, the downside of this implication is that non-linear
amplification and feedback from financial variables is ignored and linearised ‘away’. There is evidence that argues
against permanently binding financial frictions (Del Negro et al., 2014) which is commonly used in DSGE models
with financial frictions. Making the constraints permanently binding is acceptable, as long as the impatient
agents discount factor is lower than the patient agents discount factor and shocks are small. However, the
assumption that shocks are small is rarely given during financial crisis episodes, where shocks are usually around
30% to asset prices (Broer and Antony, 2010). Assuming a linear constraint would make it difficult to distinguish
between normal and stress periods and thus account for any asymmetry in the responses of the economy to
certain shocks. In order to preserve the non-linearity, we keep the occasionally binding borrowing constraint.
Unlike many models with occasional binding constraint we do not look at the role of housing and the collateral
constraint imposed on the impatient households (as the role of housing is much more negligible in the Euro Area
than in the US) but at the role of credit and the constraints on firms and banks.

Guerrieri and Iacoviello (2015) provide a simplified solution method for occasional binding constraint: a
piecewise-linear perturbation method. The idea behind the method is to treat the binding and non-binding as
two separate regimes for which we can use a first order approximation. However, one of the requirement for this
method is that if the non-binding regime holds initially, the system is expected to return to it in finite time. The
algorithm uses a guess and verify approach, where the first step is to guess in which periods which regimes apply
and the second step to verify and if necessary update the guess. In the end, the solution will be highly non-linear
and depends on the regime duration expectation which in turn depends on the state vector. The disadvantages
of this method are similar to most linear perturbation methods/ local solution methods is that (a) they discard
information regarding the possibility of future shocks, and (b) they do not capture precautionary behaviour (the
possibility that a constraint may become binding due to yet unrealised shocks). However, they show that the
difference to applying global solution methods is quantitatively small and the solutions for models with occasional
binding constraints very accurate. As for the advantages of this solution method, it is computationally fast and
can be applied to models with a large number of state variables unlike global methods which are computationally
more intensive and might render infeasible past a certain model size. Once the model is solved, we can continue
to estimate it.

3.2 Calibration and Estimation

As with the solution, we need to use non-standard methods to achieve estimation due to the non-linear nature
of the model. Linear estimation methods cannot be used, as they require the standard Kalman filter to compute
the likelihood function, which only allows for exogenous variation in the reduced form coefficients. However with
an OBC the variation is endogenous. Hence, we need to apply simulation based methods to estimate the model.
Given the size of the model, particle filter techniques, which are normally applied with these type of models,
would be very challenging if not infeasible.

Our estimation technique is based on Guerrieri and Iacoviello (2012) and uses the piecewise-linear solution
we computed beforehand. The set-up follows a general Bayesian estimation based on the Metropolis-Hastings
algorithm. However, instead of using the Kalman filter to compute the likelihood, we will compute the likelihood
by solving for the errors recursively. The first step is to recursively solve for the errors, "t, given the past
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unobserved components, Xt�1 and the current realisation of Yt. Due to the unobserved components, the filter
requires a training sample for initialisation for which we use the first 10 observations. The next step is to evaluate
the log-likelihood assuming that "t is drawn from a multivariate Normal distribution.

log(f(Y

T
)) = �T

2

log(det(⌃))� 1

2

TX

t=1

"

0
t(⌃

�1
)"t �

TX

t=1

log(|det @"t
@Yt

|) (26)

The local linearity of the solution is crucial in this case, as it allows for the invertibility of the Jacobian matrix
during the implicit differentiation. From the solution method, we know that @"t

@Yt
= (HtQ(Xt�1,"t))

�1, which
can be re-arranged to

log(f(Y
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log(|detHtQ(Xt�1,"t)|). (27)

This provides a short-cut for the likelihood function, as the Jacobian, @"t
@Yt

, is already implicitly computed in the
solution method and does not require any additional differentiation. Finally, once the likelihood is estimated, we
can proceed with the standard Bayesian estimation technique by combining prior information with the likelihood
into the posterior which is then maximised using a random walk Metropolis-Hastings algorithm. The advantages
of this method are twofold: On the one hand, the method only requires an initial guess whether the model is
binding or not, so that convergence is easier achieved than having to guess to path of all the endogenous variables.
On the other hand, since the Jacobian matrix that is needed to compute the likelihood is already provided as
a by-product of the solution methods, the algorithm is comparatively fast. To improve the efficiency of the
algorithm, we estimate the model assuming the borrowing constraint is binding using standard methods and use
these values as starting values for our algorithm.

After conducting some sensitivity analysis, we restrict the choice of parameters for estimation to the parameter
for price stickiness, P , investment adjustment cost, i, which has a crucial role for the dynamics of the model,
the monetary policy parameters, the autoregressive coefficients and the five standard errors of the shocks. The
remaining parameters are calibrated similar to Gerali et al. (2010) for the Euro Area (see Table B.1). We use
standard prior values for the estimated parameters as reported in Table B.2 which also reports the results of our
estimation. In terms of data, we employ data from the ECB’s Statistical Warehouse on quarterly EA GDP for
Yt, CPI for ⇡t, the EONIA rate, ribt , loans to households and firms as described, bt, and the asset price index
computed in Section 2 for qt. All data are detrended using a one-sided HP filter, except for the interest rate
which is divided by 400% to express quarterly rates and inflation.

4 Results

First, we inspect how a default shock, "bt , affects our model. Figure 5 reports the results of an 0.1 magnitude
shock using the estimated parameters over 7 quarters after which it reverts back to the steady state. The blue
line reports the results of a positive default shock and the red-dotted line of a negative shock. One can see that
there is already a very significant difference in the response of all the key variables depending on whether the
shock is positive or negative and the constraint is binding. The non-linearity is caused by the response of the
multiplier on the borrowing constraint, which becomes zero as soon as the constraint is non-binding.
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Figure 5: Default Shock in Non-Linear Model

10 20 30 40
-7

-6

-5

-4

-3

-2

-1

0

1

2

3
Asset Prices

10 20 30 40
-1.5

-1

-0.5

0

0.5
Output

10 20 30 40
-2

-1.5

-1

-0.5

0

0.5

1
Labour

10 20 30 40
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6
Inflation

10 20 30 40
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
Capital

10 20 30 40
-6

-4

-2

0

2

4

6
Retail Interest Rate

10 20 30 40
-10

-8

-6

-4

-2

0

2

4
Loans

10 20 30 40
-150

-100

-50

0

50

100

150
Leverage

10 20 30 40
0

50

100

150

200

250
Multiplier on Borrowing Constraint

Positive Asset Shock
Negative Asset shock

With a positive shock and non-binding constraint asset prices, output, labour, prices, and interest rates
increase but not as much and persistently as they decrease following a negative shock during a binding constraint
(stress) episode. Crucially, since loans are limited by the binding borrowing constraint during a negative shock,
they react very asymmetrically and decrease far further following a negative shock than they increase during a
positive shock. The reaction of the quantity of loans gives us an indication of the response of the balance sheet
channel, where the supply of loans is restricted. Leverage and the retail rate respond relatively symmetrically
indicating that the bank lending channel plays a smaller role in the transmission than the balance sheet channel.
Interestingly, capital rises higher following a positive shock than it falls during a negative shock. This might be
an indication that the excess gains made by rising asset prices are rather put into capital during boom times
than passed on to borrowers by lowering spreads, while losses generated by falling asset prices are transmitted
through the balance sheet channel by lowering the number of loans, which stifles labour and consumption.
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Figure 6: Asset Price Shock in Non-Linear Model
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Next, we calibrate the shock to be the same absolute size, 2% in-/decrease in asset prices, qt, from the steady
state, as seen in Figure 6.5We can see the multiplier and loans respond the same way as in Figure 5. With a
symmetric asset price shock the macro-financial linkages are still asymmetric but less so, as the response for
output and labour follows asset prices. Output and labour do indeed react less and less persistently for the
positive shock than for the negative shock implying that a positive shock to financial wealth is indeed shared less
through the real economy than a negative shock. Financial variables display more asymmetry now with leverage
responding twice as much and the retails interest rate increasing much further during a normal, non-binding
episode, than during a stress episode. Unlike in the previous case, the bank lending channel is clearly asymmetric
now with banks more willing to increase rates and leverage for a positive shock during normal times, than they
are willing to reduce them for a negative shock during stress times. Loans, thus the balance sheet channel, and
capital react in a similar manner as before with a large degree of asymmetry. In comparison with the MSVAR
in Section 2, we can confirm the strong asymmetry which is taking place in the bank lending and even more so
the balance sheet channel. Financial transmission of shocks is clearly less favourable for borrowers with tougher

5Note that modelling a direct, structural shock to asset prices is often infeasible in an estimated model, as asset prices are so
noisy that the captured variance is more measurement error than structural, which is why we model a default or LTV shock instead.
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conditions to get loans during stress episodes but not significantly improved conditions during normal times.
Macro-financial transmission is slightly weaker during normal times, thus confirming that the financial sector is
contributing less during normal times. Finally, an interesting observation is that capital increases by far more
following a positive shock potentially indicating that banks rather invest in capital rather than adjusting their
loan margins to improve bank lending.

5 Monetary Policy

“The leaning against the wind principle describes a tendency to cautiously raise interest rates
even beyond the level necessary to maintain price stability over the short to medium term when a
potentially detrimental asset price boom is identified."

-Trichet, 2005

The idea of “leaning against the wind” (LAGW) with monetary policy to divert detrimental swings in asset prices
has been described in previous papers (e.g. Gambacorta and Signoretti, 2014). The principle of LAGW policies
is that during boom times, central banks need to ensure that asset price bubbles cannot build up too much and
some of the gains on markets are diverted to the real economy, while during bust times the focus is on credit
tightness and shielding the real economy the downturn of financial markets.

However, as pointed out by Svensson (2014), there are also disadvantages of battling financial imbalances. He
establishes that it could be costly for the real economy due to contractionary pressure in employment and and
increase in household indebtedness. Hence, the analysis of LAGW policies in a non-linear framework could have
important implications: As was shown in Section 4, the real-financial spillovers are weaker for a positive asset
shock than for a negative one. This could imply that when using monetary policy to reduce a potential asset
bubble, the costs on output and employment are weaker than previously assumed.

We test this by introducing a LAGW monetary policy rule into the model and investigate the welfare costs
in contrast to the standard Taylor rule. The new monetary policy rule follows
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For demonstrative purposes, we set the parameter on assets, �q = 0.6 . Figure 7 reports the results. We can
see that due to the non-linear responses, the consequences of LAGW policies are weaker for increasing than
falling asset prices. However, focussing on asset price stabilisation does come at the cost of inflation stabilisation
with inflation increasing beyond the level of the standard policy rule. LAGW leads to a favourable trade-off by
a18.92% gain in Yt versus a 6.3% cost in ⇡t. This effect can be seen as even stronger considering the insignificant
response of inflation in the empirical MSVAR. As can be expected, there is little difference in the variables that
depict financial transmission. Thus, by targeting asset prices more specifically, the central bank cannot change
the actual transmission across the financial markets but only affects the transmission to the real economy. This
could indicate the need for more unconventional type of policies, if the central bank wants to target better
transmission to financial markets.
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Figure 7: Standard Taylor Rule vs. Leaning Against the Wind
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Note: The bold lines depict the standard policy rule, while the dotted line represents the Leaning against the wind policy. Blue
indicates a positive shock to asset prices and red a negative shock.

6 Conclusion

We conclude that there are clear asymmetries present in the financial transmission of asset price shock both
through the bank lending, as well as the balance sheet channel. The pass-through of a positive shock during
normal times is smaller than the pass-through of a negative shock during stress times. This result is confirmed
both empirically, as well as in a structural DSGE model. We find some evidence that macro-financial transmission
is asymmetric with output effects being quantitatively smaller for a positive than negative shock. Hence, early
evidence suggest financial losses are transmitted easier than gains in the financial markets to the real economy.
Empirically and in the estimated DSGE model, we can clearly see that especially the role of the balance sheet
channel is important during a negative shock, while less so during a positive shock.

In terms of policy, this paper has shown that the asymmetry in transmission can be exploited using LAGW
type of policies, as the costs of stabilising financial imbalances in terms of output are smaller than the gains,
which makes it a viable option to consider to achieve both output and financial stabilisation. However, it does
come at a small cost of inflation targeting.
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Note that one of the major shortcomings of this paper is the exclusion of risk and the precautionary savings
motive. The risk channel is not only one of the major transmission channels between the real and financial
economy but it is also the largest source of financial imbalances that the central bank might want to counteract.
While an increase in financial wealth increases output, as was shown in Section 2 and 4, it could also imply
the build-up of risk and risky leverage - an aspect this paper still completely ignores. There are several smaller
points of this analysis that can be elaborated on: The Markov Switching VAR can be improved by expanding the
data sample. Rather than looking at the Euro Area as a whole, it is possible to use the disaggregated member
states’ real variables and conduct a Panel VAR. Moreover, disaggregating the data into commercial and savings
bank might help to determine the transmission between financial markets to the real economy more sharply and
gain more significant results. For the model, if estimation allows, an inclusion of impatient household and a spilt
between equity and housing might gain more interesting insights in the transmission mechanism.
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Appendix A: Figures

Figure A.1: Gross Value Added of the Financial Sector to Total Economy
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Source: ECB Statistical Warehouse and author’s own calculations. Gross value added by the financial sector is computed
indirectly using the difference between the effective rates of interest and a reference rate of interest, multiplied by the stock
of outstanding balances on loans and deposits only. The measure is not risk adjusted, so that it tends to overestimate the
contribution of the financial sector, when risk is rising.

Figure A.2: Traditional Impulse Response Functions - Regime Dependent

Note: The shaded regions report point-wise 68% credible intervals.
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Figure A.3: Scheme of Model
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Appendix B: Estimation Results

Table B.1: Calibrated Parameters
Parameters Description Value

�p Discount factor patient households 0.9943
�E Discount factor impatient entrepreneurs 0.975
� Elasticity of labour 1

m

ss
e Steady state Loan-To-Value ratio 0.35
↵ Capital share in production 0.25
�k Depreciation Rate of Capital 0.050
⇡

ss Steady state of inflation 1
✓ Bank capital adjustment cost 11
⌫ Target capital-to-asset ratio 0.09

mcspread Marginal cost spread 0.0050

Table B.2: Estimated Parameters
Parameters Prior Mean Posterior Mean 90% Prior Deviation

p 50.00 14.4320 [8.5653 20.2689] gamma 20.00
i 10.00 7.2818 [4.0820 10.3643] gamma 2.5000
�⇡ 2.00 1.9152 [1.2718 2.5408] gamma 0.5000
�y 0.10 0.2225 [-0.0211 0.4865] norm 0.1500
⇢A 0.80 0.9001 [0.8725 0.9280] beta 0.1000
⇢mk 0.80 0.6387 [0.5779 0.7052] beta 0.1000
⇢B 0.80 0.9636 [0.9516 0.9755] beta 0.1000
⇢me 0.80 0.9755 [0.9589 0.9938] beta 0.1000
�A 0.10 0.0272 [0.0218 0.0327] invg 2.0000
�mk 0.10 0.0848 [0.0661 0.1035] invg 2.0000
�r 0.10 0.0175 [0.0135 0.0213] invg 2.0000
�me 0.10 0.0152 [0.0129 0.0175] invg 2.0000
�B 0.10 0.0358 [0.0301 0.0416] invg 2.0000
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